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REGULATION- 2017-18 

	Semester
	 
	Course Title
	Credits
	Semester
Credits

	FIRST SEMESTER

	I
	DSC - I 
	Mathematical Foundation for Computer Science
	4
	22

	
	DSC - II 
	Design and Analysis of Algorithms
	4
	

	
	DSC - III 
	Advanced Operating System
	4
	

	
	DSC Practical - I 
	 Algorithms Lab
	4
	

	
	DSE - I 
	Either One from list*
	4
	

	
	SC/GE    - I
	Either One from other department list*
	2
	

	SECOND SEMESTER 

	II
	DSC - IV 
	Advanced Java Programming
	4
	22

	
	DSC - V
	Compiler Design
	4
	

	
	DSC - VI
	Wireless Sensor Networks
	4
	

	
	DSC Practical - II 
	Advanced Java Programming Lab
	4
	

	
	DSE - II 
	Either One from list*
	4
	

	
	SC /GE   - II
	Either One from other department list*
	2
	

	III SEMESTER

	III
	DSC - VII
	.NET Programming
	4
	22

	
	DSC - VIII
	Advanced Computer Architecture
	4
	

	
	DSC Practical - III 
	.NET Programming Lab
	4
	

	
	DSE - III 
	Either One from list*
	4
	

	
	SC /GE - III 
	Either One from other department list*
	2
	

	
	COMPULSORY PAPER
	Human Rights
	4
	

	IV SEMESTER

	IV
	DSC - IX
	Data Mining Techniques
	4
	24

	
	DSC - X
	Network Security
	4
	

	
	DSC Practical - IV
	Data Mining Techniques Lab
	4
	

	
	DSE - IV
	Either One from list*
	4
	

	
	COMPULSORY PAPER
	PROJECT /DISSERTATION
	8
	

	TOTAL 
	90
	90


	* Discipline Specfic Elective(DSE)
	*Compulsory Course

	1. E-Technologies
	
	1. Human Rights

	2. Green Computing
	2. Project / Dissertation

	3. Mobile Computing
	
	

	4. Grid Computing
	
	DSC - Discipline Specfic Core Course
	

	5. Software Project Management
	
	

	6. Embedded System
	
	

	7. Web Service
	
	
	

	
	
	
	

	* Supportive Elective(SC) / Generic Elective(GE)
	
	

	(Generic Elective / Supportive Course– Any 3 courses offered by non-parent departments)

	(Generic Elective courses offered to the departments other than Computer Science)

	1. Introduction to Computer Technology
	
	

	2. Operating System and Office Automation
	
	

	3. Internet and Web Design
	
	

	4. Internet of Things
	
	

	5. TCP/IP
	
	
	

	6. Speech Processing
	
	


FIRST SEMESTER

DSC –I: MATHEMATICAL FOUNDATION FOR COMPUTER SCIENCE

	L
	T
	P
	C

	5
	1
	0
	4


Objective:

To learn the basis of the mathematical applications for developing the program.

UNIT I

Propositions - evaluation - precedence rules -tautologies - reasoning using equivalence

transformation - laws of equivalence - substitution rules - a natural deduction system.Deductive proofs - inference rules - proofs - sub proofs.

UNIT II

Introduction - Cryptography – CeaserCyphor Coding - Matrix encoding - scrambled

codes - Hamming metric - Hamming distance - Error detecting capability of anencoding.

UNIT III

Assignment problem and its solution by Hungarian method. Project Scheduling by PERT -

CPM: Phases of project scheduling - Arrow diagram - Critical path method –Probabilityand Cost Considerations in project scheduling - Crahing of Networks.

UNIT IV

Testing of hypothesis: Tests based on normal population - Applications of chi-square,

Student's-t, F-distributions - chi-square Test - goodness of fit - Test based on mean, means, variance, correlation and regression of coefficients.

UNIT V

Graph - Directed and undirected graphs - Subgraphs - Chains, Circuits, Paths, Cycles -

Connectivity - Relations to partial ordering - adjacency and incidence matrices –Minimalpaths - Elements of transport network - Trees - Applications.

TEXT BOOKS:

· "The Science of Programming", David Gries. Narosa Publishing House, New Delhi,

1993.

· "Application Oriented Algebra", James L. Fisher, Dun Donnelly Publisher, 1977.

· "Operation Research - An Introduction", HamdyA.Taha, Macmillan Publishing Co.,

4th Edn., 1987.

· "Fundamentals of Mathematical Statistics", Gupta,S.C. and V.K.Kapoor, Sultan Chand &

Sons, New Delhi, 8th Edn., 1983.

· "Fundamentals of Applied Statistics", Gupta.S.C. and V.K.Kapoor, Sultan Chand

& Sons, New Delhi, 2nd Edn., 1978.

REFERENCES:

· "Discrete Mathematics", Seymour Lipschutz and Marc Laris Lipson, Second edition,

· Schuam's Outlines by Tata McGraw- Hill publishing Company Limited, New

· Delhi 1999.

· "Operations Research", KantiSwarup, P.K.Gupta and Man Mohan, Sultan Chand &

· Sons, New Delhi, 1994.

· "Introductory Mathematical Statistics", Erwin Kryszig, John Wiley & Sons, New York,

1990.

· "Probability and Statistics Engineering and Computer Science", Milton, J.S. and

· J.C.Arnold, McGraw Hill, New Delhi, 1986.
DSC –II: DESIGN AND ANALYSIS OF ALGORITHMS

	L
	T
	P
	C

	5
	1
	0
	4


Objective:

· Analyze the asymptotic performance of algorithms.

· Write rigorous correctness proofs for algorithms.

· Demonstrate a familiarity with major algorithms and data structures.

· Apply important algorithmic design paradigms and methods of analysis.
UNIT I

Introduction: What is an Algorithm? – Algorithm Specification – Performance Analysis Space Complexity, Time Complexity) – Randomized Algorithms. Analysis of Algorithms:  Computational Complexity – Average-Case Analysis –    Example: Analysis of Quick Sort.

UNIT II

Divide and Conquer: General Method – Binary Search – Merge Sort – Quick Sort.

Greedy Method: General Method – Knapsack Problem – Minimum Cost Spanning Tree – Single Source Shortest Path.

UNIT III

Dynamic Programming:  General Method – Multistage Graphs – All Pair Shortest Path – Optimal Binary Search Trees – 0/1 Knapsack – Traveling Salesman Problem – Flow Shop Scheduling.

UNIT IV

Backtracking:General Method – 8-Queens Problem – Sum of Subsets – Graph Coloring – Hamiltonian Cycles – Knapsack Problem. Branch and Bound:  The Method – 0/1 Knapsack Problem – Traveling Salesperson.

UNIT V

NP-Hard and NP-Complex Problem: Basic Concepts – Traveling Salesperson Decision Problem – Scheduling Identical Processors – Implementing Parallel Assignment Instructions. Approximation Algorithms: Absolute Approximations – ε-Approximations – Polynomial Time Approximation Schemes.

TEXT BOOK:

· Ellis Horowitz, SartajSahini, SanguthevarRajasekaran, “Computer Algorithms in C++”, Galgotia 2002.

· Alfred V. Aho, John E. Hocroft, Jeffrey D. Ullman, „Data Structures and Algorithms.

· Wiley, Goodrich, “Data Structures and Algorithms in Java”, Third Edition.

REFERENCES:

· Robert Sedgewick, PhillipeFlajolet,  “An  Introduction  to  the Analysis  of Algorithms”, Addison-Wesley Publishing Company, 1996.

· Jean Paul Trembly and Paul G.Sorenson , “An Introduction to Data Structure with Applications”, 2nd  Ed., McGraw Hill, New Delhi, 2005.

· Nicklaus Wirth, “Algorthms +Data structures = Programs”, PHI, New Delhi, 2002.

· Ellis Horowitz, SartajSahni&SenguthevarRajasekaran, “Fundamentals of Computer Algorithms”, Galgotia Publications, New Delhi, 2005.

· P.S.Deshpande&O.G.Kalede, “C & Data Structures”,   Dreamtech Press, New Delhi, 2003.

DSC –III: ADVANCED OPERATING SYSTEM

	L
	T
	P
	C

	5
	1
	0
	4


Objectives: To gain knowledge on Distributed Operating Systems, to gain insight into the components and management aspects of real time and mobile operating systems.

UNIT I

Introduction – Evolution of operating systems – Serial , simple Batch, Multiprogrammed Batch, timesharing, distributed and Real time operating systems – Computer Hardware review – Interrupts – Operating System Concepts – Processes – Model – Creation – Termination – Process Hierarchy – Process States – implementation of Processes – Threads – Thread Usage – Implementation of Threads in User Space and Kernel space – Multithreading.

UNIT II

InterProcess Communication - Race condition – Critical Region – Mutual Exclusion – sleep and wakeup – Semaphores – Mutexes – Message passing. Classical IPC problems: The Dining Philosophers Problem – The Readers and Writers Problem – The Sleeping Barber Problem – Producer Consumer problem.

UNIT III

Distributed Operating System Concepts & Design – Fundamentals – Remote Procedure Calls – The RPC Model – Transparency of RPC – Implementing RPC mechanism- Stub Generation – RPC Messages – Server Management – Parameter – Passing Semantics – Call Semantics – Communication Protocol for RPCs.

Distributed File System: Introduction – Desirable Features – File Models – File – Accessing Models – File Sharing Semantics – File Caching Schemes – File Replication.

UNIT IV

Unix : Architecture of Unix Operating System – Introduction to system concepts – Kernel data structures – Internal representation of Files – Inodes – Algorithms for allocation and Releasing  inode – Structure of a Regular file – Directories – Super block – Algorithm for assigning new Inode and freeing Inode – allocation of Disk blocks – Process states and transition – layout of system memory – The context of a Process.

UNIT V

Linux: Structure of file system, Essential Linux commands - Commands for files and directories creating and viewing files using cat, cd, ls, cp, md, rm, mkdir, rmdir, pwd, file, more, less, file comparisons – cmp&comm, View files, disk related commands, checking disk free spaces, chmod with its options, cal,date,who,tty, lp,stty.

TEXT BOOKS:

· Andrew S. Tanenbaum, “ Modern Operating System”, PHI/Pearson Education Asia, Second Edition, 2001 [UNITs I,II]

· Using Linux – David Bandel and napier – Pearson Education

· Pradeep K. Sinha, “Distributed operating systems concepts and design” prentice – Hall of India, New Delhi, 2004 [UNIT III]

· Maurice J. Bach, “The Design of the Unix operating System”, Prentice – Hall of India, 1998. [UNITs IV,V]

REFERENCE:

· William Stallings, “Operating Systems”, Prentice Hall of India, Second Edition, 2000.

· Maurice J Bach, “The Design of the UNIX Operating System”, Prentice Hall of India, New Delhi, 1995

· W.RichardStevens , “ UNIX Networking Programming”, Prentice Hall, New Delhi, 1993.

· Abraham Silberschatz; Peter Baer Galvin; Greg Gagne, “Operating System Concepts”, Seventh Edition, John Wiley & Sons, 2004. 

· MukeshSinghal and Niranjan G. Shivaratri, “Advanced Concepts in Operating Systems – Distributed, Database, and Multiprocessor Operating Systems”, Tata McGraw-Hill, 2001 

PRACTICAL: ALGORITHMS

	L
	T
	P
	C

	0
	1
	3
	4


Lab 1:

Write a menu based program for sorting & searching algorithms with application to file data

Lab 2:

Write a menu driven program to perform DFS & BFS.

Lab3:

Implement Prim’s algorithm to find minimum cost spanning tree

Lab 4:

Implement Dijkstra’s algorithm.

Lab 5:

Implement the matrix chain multiplication problem using M-table & S-table.

Lab 6:

Implement the extended Euclidean algorithm.

Lab 7:

Implement the Modular exponentiation technique on an input data set.

SECOND SEMESTER

DSC –IV: ADVANCED JAVA PROGRAMMING

	L
	T
	P
	C

	5
	1
	0
	4


Objectives: 

· At the end of the course, the student should be able to do advanced programming using Java swing, AWT, JDBC, java Servlets.

· To enable the student to learn the advanced programming concepts in Java.
UNIT I

Multithreading: Java Thread Model-Main Thread-Creating a Thread-Creating MultipleThreads-Using isAlive() and join()-Synchronization-Interthread Communication-Suspending, Resumingand Stopping Threads-Using Multithreading. 

I/O Exploring java.io: Java I/O classes andinterfaces-File-Closeable and Flushable Interfaces- The stream classes-Byte Streams-CharacterStreams-Console Class-Using Stream I/O-Serialization. 

Networking: Basics-Networking classesand interface-Inet Address-Inet4 Address and Inet6Address-TCP/IP Client Socket-URL-URLconnection-http URL Connection-URI class-Cookies-TCP/IP server socket-Datagrams. 

EventHandling: Event Handlingmechanisms-Delegation Event model-Event classes-Source ofEvents-Event Listener Interfaces-Using delegation Event model-Adapter classes-Inner classes.

UNIT II

AWT: AWT classes-Window Fundamentals-Working with frame windows-Creating a framewindow in an applet-Creating a windowed program-Displaying information within a window-Working with Graphics, color and font-Managing text output using font metrics.AWTControls:Control Fundamentals, Labels, Using Buttons, Checkboxes, Choice Control, List ,Scroll BarsandTextField, AWT Layouts and Menus : Understanding Layout Managers- Menu Bars andMenus-Dialog Boxes-File Dialog-Handling Events.

UNIT III

Images, Animation and Audio: File Format-Image fundamentals-ImageObserver-DoubleBuffering-Media Tracker-Image Producer , Consumer and Filter-Cell Animation. Swing:Features of Swing-MVC Connection-Components and containers-Swing packages-Eventhandling-Creating a swing-Exploring swing. JDBC: Introduction-Relational Databases-SQLManipulatingDatabase with JDBC.

UNIT IV

Java Servlets: Life Cycle-Simple Servlet - Servlet API-javax.servlet package-javax.servlet.httpPackage-Handling HTTP requests and responses-cookies-session tracking. Java Server Pages:Overview-Implicit Objects-Scripting- Standard actions- Directives. 

Remote MethodInvocation-Client/Server Application using RMI.

UNIT V

EJB: EJB Architecture-overview-Building and Deploying EJB-Roles in EJB-Design and

Implementation-EJB Session Bean: Constraints-Life Cycle-Stateful Session Bean-StatelessSession Bean- EJB Entity Bean: Bean managed versus Container managed persistence –LifeCycle- Deployment.

TEXT BOOKS:

· Herbert Schildt, “The Complete Reference – JAVA,” 7th Edition, TMH,2012

· Deitel H.M. &Deitel P.J, “Java: How To Program,” Prentice-Hall of India, 5th Edition, 2003.

· Tom Valesky, “Enterprise JavaBeans – Developing component based DistributedApplications,” Pearson 2000.

REFERENCE BOOKS:

· C.Muthu, “Programming with Java,” Vijay Nicole Imprints Private Ltd., 2004

· Cay.S. Horstmann, Gary Cornel, “Core Java 2 – Vol. II- Advanced Features,” Pearson

· Education, 2004.

· S.Gokila, “Advanced JAVA Programming,” Vijay Nicole Imprints Private Ltd., 2014

DSC V: COMPILER DESIGN

	L
	T
	P
	C

	5
	1
	0
	4


Objectives: At the end of the course, the student should be able to do: 

· Parsing techniques and different levels of translation. 

· Apply the various optimization techniques. 

· Use the different compiler construction tools. 

UNIT I

Introduction on the phase of the complier – Lexical Analysis, Regular Expression, Non deterministic Automata, Deterministic Automata equivalent to NFA’s – Minimizing the states of DFA, Implementation of Lexical Analyzer.

UNIT II

Syntax Analysis – Top down Parsing Concepts, Recursive Descent Parsing, Predictive Parsers, Non recursive Pedictive Parsing – Bottom Up Parsing, Handle pruning, Shift reduce parsing – Operator Predence Parsing – Error recovery in Parsing, LR Parsers, Parser Generators – YACC.

UNIT III

Intermediate Code Generation: Syntax directed Definitions, Construction of Syntax trees – Top down Translation, Bottom up Evaluation of inherited Attributed, Recursive Evaluators, Assigning Space at Complier Construction time – Type checking – Overloading of functions and operators Polymorphic function.

UNIT IV

Storage Organization : Storage Organization, Storage Allocation Strategies, Parameter Passing, Symbol tables, Dynamic Storage Allocation, Intermediate Languages – Representation of Declarations, Assignment Statement, Boolean Expression, Back patching, Procedure calls.

UNIT V

Code Generation and Optimization: Design of the code generators, Runtime storage Management, Basic blocks and flow graphs, Register Allocation and Assignment, DAG representation of Basic blocks, Peephole optimization, Code optimization – The principle sources of optimization, Optimization of basic blocks, Global data flow Analysis, Loop optimizations.

TEXT BOOKS:

· Alfred Aho, Ravi Sethi, JeffyD.Ullman, “Compilers – Principles, Techniques and Tools”, 1986, Addison Wesley.

· Dick Grune, Henri E. Bal, CerielJ.H.Jacobs, Koen G. Langondeon, “Modern Compiler Design”, Wiley, Singapore, 2003

REFERENCES:

· Dhamdhere D.M., “Compiler Construction Principles and Practice”, 1981, Macmillan India.

· ReinhardWilhlm, Director Mauser, “Compiler Design”, 1995, Addison Wesley.

· Alfred V. Aho, Jeffery D.Ullman, “Principles of Compiler Design”, Narosa, New Delhi, 2002.

· Louden K., “Compiler Construction, Principles and Practice”, Thomson, New Delhi, 2003

· Steven S. Muchnick, “Advanced Compiler Design and Implementation”, Morgan Kaufmann Publishers – Elsevier Science, India, Indian Reprint 2003. 

DSC VI:WIRELESS SENSOR NETWORKS

	L
	T
	P
	C

	5
	1
	0
	4


Objective:

On Successful completion of the course the students should haveunderstanding wireless sensor nodes, networks and tools.
UNIT I OVERVIEW OF WIRELESS SENSOR NETWORKS:

Challenges for Wireless Sensor Networks, Enabling Technologies forWireless Sensor Networks.

UNIT II ARCHITECTURES:

Single-Node Architecture - Hardware Components, Energy Consumption of Sensor Nodes , Operating Systems and Execution Environments, Network Architecture - Sensor Network Scenarios, Optimization Goals and Figures of Merit, Gateway Concepts.

UNIT III NETWORKING SENSORS:

Physical Layer and Transceiver Design Considerations, MAC Protocols forWireless Sensor Networks, Low Duty Cycle Protocols And Wakeup Concepts - S-MAC , The Mediation Device Protocol, Wakeup Radio Concepts, Address and Name Management, Assignment of MAC Addresses, Routing Protocols- Energy-Efficient Routing, Geographic Routing.

UNIT IV INFRASTRUCTURE ESTABLISHMENT:

Topology Control, Clustering, Time synchronization, Localization andPositioning, Sensor Tasking and Control.

UNIT V SENSOR NETWORK PLATFORMS AND TOOLS:

Sensor Node Hardware – Berkeley Motes, Programming Challenges, Node levelsoftware platforms, Node-level Simulators, State-centric programming.

TEXT BOOKS

1. Holger Karl & Andreas Willig, “Protocols And Architectures for Wireless

Sensor Networks" , John Wiley, 2005.

2. Feng Zhao & Leonidas J. Guibas, “Wireless Sensor Networks- An

Information Processing Approach", Elsevier, 2007.

REFERENCES

1. KazemSohraby, Daniel Minoli, &TaiebZnati, “Wireless Sensor

Networks-Technology, Protocols, And Applications”, John Wiley, 2007.

2. Anna Hac, “Wireless Sensor Network Designs”, John Wiley, 2003.

PRACTICAL: - ADVANCED JAVA PROGRAMMING LAB

	L
	T
	P
	C

	0
	1
	3
	4


1. Implementation of Multi threading and Exception handling concepts

2. Write a program to read, write and copy a file using byte streams.

3. Write a program to read, write and copy a file using character streams.

4. Develop a programs using AWT to display the personal detail of an employee.

5. Develop a banking system using Swing.

6. Write a program to handle Mouse and Key events.

7. Implement TCP/IP protocol for message communication.

8. Implement UDP protocol for message communication.

9. Using JDBC develop a student information system.

10. Implement client/server communication using servlets.

11. Develop a web page using JSP.

12. Implementation of RMI.

